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Thinking of oneself as someone: the structure of
minimal self-representation

Julian Hauser

Abstract

When investigating the nature of self-representation, we might ask which
types of property need to figure in their content. Here, authors have claimed
that self-representations need to be about spatial, temporal, bodily, or mental
properties. However, we can also ask a second question: how do we need to
represent a property to self -represent it? It is this latter question that I address.
I argue that a distinction between egocentric and non-egocentric forms of rep-
resentation – knownprimarily from the literature on spatial cognition – also ap-
plies to representations of other kinds of property. I use examples drawn from
animal cognition and developmental psychology to show how creatures non-
egocentrically represent their temporal, bodily, and cognitive properties. These
representations are, I submit, minimal self-representations: they involve rep-
resenting one’s properties so that an explicit differentiation is made between
the system’s and other objects’ properties (or between the system’s actual and
merely possible properties), they are directly linked to behaviour and sensation,
and they are immune to error through misidentification. The upshot is a view
on which different creatures may self-represent (in this minimal sense) more
or fewer kinds of property. More substantive forms of self-representation (for
instance, as exemplified by neurotypical adult human beings) then require in-
tegrated minimal self-representations of the right kinds of property.

Representationsmay be about different kinds of property, and theymay represent
these properties in different ways. A red apple may be represented by an image of a
red apple or thewords ‘red apple’. Thematter is no different for cognitive (andmental)
representations: I can token the phrase ‘red apple’ in inner speech or conjure up an
image of a red apple. This paper concerns the special sorts of representation with
which a system may represent its own properties. I argue that these representations
are (minimal) self -representations when they represent properties in a specific way.
Self-representation doesn’t depend on what properties are represented but only on
how they are represented.

Aminimal self-representation is the simplest kind of representation that is a genu-
ine self-representation. A genuine self-representation, a representation with de se
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content, is a representation with which a system represents itself qua itself. To do
so, it must fulfil two conditions. First, the representation must explicitly differenti-
ate between properties exemplified by the system and those exemplified by the world.
A creature that represents a tree to be located to the left doesn’t self-represent since
the fact that the object is to the left of the creature itself isn’t made explicit. In other
words, the representationmust include a token that stands for the systemandone that
stands for the tree, rather than, say, a single token specifying the distance to a tree. In
the latter case, the system may use the representational token as denoting a distance
to itself, but that fact isn’t explicitly represented. We say that such a representation
merely concerns the self, whereas a self-representation is about the self (Perry, 1993).
Explicitly differentiating between self and other doesn’t ensure that the system knows
what token refers to itself. An animal may look into a mirror, represent someone to
have certain features, but fail to realise that it is that someone. This animal may rep-
resent itself but fail to do so qua itself.

Here, we arrive at the second condition: a self-representer must be disposed to
update and use the represented information in a specific way that directly links it to
sensation and behaviour (Evans, 1982). The creature must be disposed to use sens-
ory information about the object in question to update its representation of itself. If
someone were to draw a spot on the animal’s forehead, it should represent itself as
now having a spot on its forehead. And the animalmust be disposed to use the repres-
ented information for behaviour in the relevant ways. For instance, the animal should
infer that it needs to engage in certain motor actions to have an unstained forehead.

I argue that minimal self-representations are coordinated non-egocentric repres-
entations. We know non-egocentric (or allocentric) representations from the literat-
ure on spatial cognition, where they appear in the guise of cognitive maps (O’Keefe
& Burgess, 1996; O’Keefe & Nadel, 1978; Rescorla, 2017). Like the maps on our phones,
cognitive maps represent the locations of various objects relative to each other. A
fruit bat, for instance, represents its nest and a fruit tree with two representational
tokens (Tsoar et al., 2011). The relation between these tokens corresponds to the spa-
tial relation between the two objects. Such representations contrast with egocentric
representations such as those employed in path integration. The Cataglyphis desert
ant, for instance, employs path integration to continuously update a representation
of the distance and bearing to its nest (Collett, 2019; Gallistel, 1989; Reid et al., 2012;
Srinivasan, 2015).

The issue of self-representation is linked to the striking distinctions between ego-
centric and non-egocentric spatial representations (see Grush, 2000). The token that
the ant uses to represent the nest in the egocentric case specifies a relation between
the nest and the ant’s present position. However, the fact that this relation is repres-
ented does not figure in the representation’s explicit content. Such a representation
concerns the ant (its accuracy depends on the ant’s location) but isn’t about the ant
(no representational token stands for the ant). The non-egocentric case is different:
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a relation between representational tokens explicitly represents the spatial relation.
With the help of a representational token that stands for the ant, such a represent-
ation explicitly differentiates between properties attributed to the system and those
attributed to the rest of the world. This representational token is about the bat.

Another difference is striking, too: while the egocentric representation necessar-
ily concerns the ant itself (always representing a relation to the ant), the representer
may disappear in a non-egocentric representation. The bat may represent its cave to
be such-and-such a distance away from a food source without locating itself on the
cognitive map. Non-egocentric representations represent objects and their proper-
ties as in principle independent of the system’s state. Hence, to use its non-egocentric
representation for navigation, the bat must employ a specific representational token
as specifying its location. When this happens, I call the representation coordinated.
When the representation is coordinated, the system has a special sort of know-how
regarding its non-egocentric representation. For instance, the bat knows how to calcu-
late themotor commands required to reach its cave based on the represented relation
between its location and the cave.

Spatial properties constitute merely one kind of property that organisms repres-
ent with coordinated non-egocentric representations. I discuss evidence to this ef-
fect for representations of temporal, bodily, and cognitive properties. For instance,
the forward models postulated by certain computational approaches to motor con-
trol (Grush, 2004; Körding & Wolpert, 2006; Wolpert & Ghahramani, 2000) imply an
explicit differentiation between various possible bodily states. This, I argue, means
they are non-egocentric representations. To use such a model to predict one’s future
bodily state, the model needs to be supplied with information about the system’s ac-
tual state, which makes it a coordinated representation.

Coordinated non-egocentric representations explicitly differentiate between the
system’s and other objects’ properties or between the system’s actual and merely pos-
sible properties. Coordination involves the system using a certain token in a special
manner, namely as specifying its own state. Coordination entails, first, that relations
from this token to other tokens imply sensorimotor information and that, hence, the
system is disposed to use the represented information to guide behaviour. Second, co-
ordination entails that sensorimotor information implies relations between this spe-
cial token and other tokens so that the system is disposed to update the representation
given relevant sensory input.

Since coordinated self-representations explicitly attribute properties to the self
and link in the requisiteway to behaviour and sensation, they are genuine (ifminimal)
self-representations. Whenever a system represents any property this way, it instan-
tiates a minimal self-representation. As we will see in the examples I discuss, such
self-representations are exemplified by infants and a range of non-human animals.

Moreover, the proposed account also explains why certain self-attributed proper-
ties are immune to errors through misidentification (Evans, 1982; Perry, 2010; Shoe-
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maker, 1968; Wittgenstein, 2007). A self-representation that results from a system in-
ferring its properties fromsensorimotor information is immune in this sense as sensor-
imotor information is inherently self-concerned. Self-attributed properties that aren’t
immune to errors through misidentification are inferred by identifying oneself with
some object – such my identification with the person I see reflected in the mirror in
front of me.

I hope this paper proves interesting to researchers in the empirical sciences and
those more theoretically inclined. Cognitive scientists may find in this paper a pro-
posal of the cognitive processes involved in self-representation that can be operation-
alised by extending the well-known paradigms from the study of spatial cognition
without thereby giving up philosophical rigour. The resulting studies should allow
us to investigate if, when, and how human and non-human animals (and even artifi-
cial agents) exhibit self-representation. Self-representation – at least of the simpler
varieties – will turn out to be more common than we might have thought. This, in
turn, may prompt philosophers to broaden their investigations beyond the case of
adult human beings that employ linguistic representations. Genuine (ifminimal) self-
representation doesn’t require, as Musholt (2012) thinks, that we represent our men-
tal states. Moreover, such representation isn’t linked, in an essential way, to spatial
cognition (Grush, 2000; Ismael, 2008) or the representation of our bodies (Hohwy &
Michael, 2017; Metzinger, 2003), and it doesn’t require the representation of temporal
properties (Campbell, 1999; Peacocke, 2014).

I call accounts that require self-representations to carry specific kinds of
content substantive. While my account suggests that substantive accounts of self-
representation don’t explain self-representation’s deepest puzzles, they explain, for
instance, the self-representations of neurotypical adult human beings. According
to my account, properties must be represented non-egocentrically to figure in
such a substantive self-representation. Moreover, the account suggests that many
arguments in the philosophical literature may concern the kind of content needed to
represent a self ’s essential properties. If this is right, then the disagreements between
such accounts might concern the metaphysics of selfhood rather than questions of
self-representation.

The paper is structured as follows. After this introduction follow four sections
investigating how various creatures use coordinated non-egocentric representations.
First, I discuss the representation of spatial properties and introduce the main
concepts employed throughout the paper. This section, and the three sections
that follow it, imply a link between coordinated non-egocentric representation and
self-representation. In the fifth section, I argue that coordinated non-egocentric
representations are genuine (if minimal) self-representations. Section 6, looks at
how creatures infer their properties and when the resulting self-attributions are
immune to certain errors through misidentification. Section seven links minimal
self-representation to substantive self-representation. Section eight concludes.
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Spatial cognition andminimal self-representation
The distinction between egocentric and non-egocentric representation arose in the
literature on spatial cognition, and it’s here that some (Grush, 2000) have first sug-
gested links between non-egocentric representations and self-representation. Addi-
tionally, path integration and cognitive maps provide a uniquely intuitive starting
point, making spatial cognition the ideal first stop on the road to a general account
of minimal self-representation. This section will distinguish between egocentric and
non-egocentric representations in the spatial domain and give you a first taste of why
coordinated non-egocentric representation is genuine self-representation.

The Cataglyphis desert ant has become a poster child for path integration (Collett,
2019; Gallistel, 1989; Reid et al., 2012; Srinivasan, 2015). These ants often leave their
nests on lengthy foraging expeditions, and even though these trips can send them as
far as 200metres fromhome, the ants (almost) alwaysmanage to return. This achieve-
ment is particularly remarkable given that the ants’ monotonous desert habitat is
largely lacking in distinguishing features. Furthermore, if we capture a homeward-
bound ant and transfer it to a different location, it will proceed in the direction where
the nest would have been, had we not relocated it (Wehner & Srinivasan, 1981).

In path integration, a creature encodes objects’ locations through ⟨distance,
bearing⟩ tuples that specify relations from the creature’s current location (and
orientation). For instance, a desert ant may represent its nest to be 200 steps
(distance) behind it (bearing). As it moves, the ant must update its representation to
keep track of the object. Proprioceptive information about the number of steps taken
guides these updates, which helps explain how an ant may succeed at navigating
without external cues (Wittlinger et al., 2006). Path integration also accounts for the
ant’s behaviour when picked up: here, proprioceptive information is lacking, the
ant cannot update its representation, and hence continues to navigate as if it had
happened.

Path integration involves the updating of egocentric spatial representations.
In such representations, the origin of the represented space is necessarily the
representer itself, and all objects’ locations are given in relation to this source (Grush,
2000; Klatzky, 1998). A ⟨distance, bearing⟩ tuple, for instance, necessarily represents
the distance and bearing from the representer’s current location (and orientation). A
creature that represents various objects with such a representation arranges these
objects around itself. One object may be just behind, another some distance towards
the front, and yet another far away to the left. All representational tokens define
relations that originate in the system itself, and they do not represent any relations
between (non-self) objects.

As there exists, in the representation, a token that stands for the distance andbear-
ing, these are explicitly represented. Something is explicitly represented ‘if and only if
there actually exists in the functionally relevant place in the system a physically struc-
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tured object […] for which there is a semantics or interpretation, and a provision (a
mechanism of some sort) for reading or parsing the formula’ (Dennett, 1982, p. 216).
The ant’s representation fulfils this condition: it contains a ⟨distance, bearing⟩ token,
and (presumably) there exists a mechanism with which the ant can parse this token
to employ it in navigation.

In contrast, the fact that the ⟨distance, bearing⟩ token tracks a relation between the
system’s location (andorientation) and someobject is only tacitly represented. The rep-
resentation isn’t about the system itself, it merely concerns it (Perry, 1993). While the
ant employs the representation to plot a path for itself to the nest, it does so without
parsing the token to determine that it represents a relation to itself; it automatically
employs all tokens as representing such relations. The desert ant doesn’t represent
its own location explicitly, but it knows how to use its egocentric representations to
compute how it (and only it) can get to places. While the ant represents a relation,
it doesn’t represent it qua relation (after all, we’re missing a relatum). The fact that a
relation is represented is tacit in the ant’s use of the representation.1

Thinking about what makes the ant’s representation successful or accurate is an-
other way to arrive at the same conclusion. Quite obviously, if the nest weren’t where
the ant represented it to be, the representation would be inaccurate. But that’s not
the only way such a representation can fail. If a different ant (at a different location)
instantiated the same representation, the representation would likewise fail to suc-
cessfully guide behaviour. The ant’s state – the tacitly represented state implied by
how the ant uses the representation – is hence an unarticulated constituent of the rep-
resentation (Perry & Blackburn, 1986; see also Musholt, 2015).

As the representations employed in path integration do not contain a token
standing for the system itself, they cannot underwrite an explicit differentiation
between self and other. As just mentioned, in such egocentric representations, all
tokens are used indiscriminately as carrying information concerning relations to the
system. These representations necessarily concern the self, but they are not about the
self. Such representations therefore cannot give rise to self-representation (even of
the minimal kind). They are, strictly speaking, selfless (Lewis, 1979; see also Recanati,
2024).

To find an instance of genuine self-representation, we need to look towards
creatures whose more sophisticated behavioural profile relies on non-egocentric
representation. In a recent experiment, Tsoar et al. (2011) captured fruit bats in their
cave and released them in, or just outside, a crater about eighty kilometres away. The
bats that found themselves within the crater, and unable to sense any of their home
range’s landmarks, engaged in random exploratory flights around the crater. Only
1 What I, followingDennett (1982), call tacit representation is sometimes called implicit representation
in the philosophical and psychological literature (Dienes & Perner, 1999; Musholt, 2013). Additionally,
in the psychological literature, ‘implicit’ and ‘explicit’ often denote conscious and unconscious or auto-
matic and nonautomatic processes. This is a different distinction.
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once they had overcome the crater’s cliffs did they head home. Bats released outside
the crater did not engage in random exploratory flights and flew home immediately.

Tsoar et al. (2011) take the experiment to show that bats use cognitive maps (see
O’Keefe & Burgess, 1996; O’Keefe & Nadel, 1978; Rescorla, 2017) to navigate their envir-
onment. We may think of these as representing spatial relations in a manner akin to
our phones’ navigation apps, with various tokens standing for the represented objects
and the relations between tokens giving their spatial relations.2 Importantly, such
maps allow a system to represent spatial relations between non-self objects, enabling
behavioural abilities unattainable otherwise.

With cognitive maps, bats may, for instance, plot novel routes to goal locations
even when they aren’t currently given in perception. Once they have determined
the distance and bearing to landmarks such as hills and lights emanating from hu-
man settlements, bats can use their cognitive maps to compute a direct route home.
The experiment’s careful exclusion of various alternative explanations suggests that
this is indeed what happened. The crater was outside the bats’ home range so they
couldn’t have formed associative links connecting locations along a homeward traject-
ory. Moreover, because the experimenters transported the bats to the crater, the bats
couldn’t have used path integration to keep track of their home. The experimental
design also strove to exclude the possibility that bats used magnetic, olfactory, or ce-
lestial navigation. The experiment hence suggests that bats represent the spatial rela-
tions between locations.

Cognitivemaps are a type of non-egocentric spatial representation (Filimon, 2015;
Grush, 2000; Klatzky, 1998). In a non-egocentric representation, the origin of the rep-
resented space isn’t the representer itself. Instead, the originmight be some (non-self)
object (what Grush calls object-centered reference frames). Here, the bat would repres-
ent the various objects as relations to, for instance, the cave, so the fruit tree is now
in front of the cave. Alternatively, the represented space may originate at a location
without an object (what Grush calls virtual points of view). Maps that show the territ-
ory from above are one example; each place is shown as a relation to a point that is
situated somewhere above the ground.

What is crucial for our purposes isn’t somuch the location of the non-self origin of
the space, but rather that non-egocentric representations explicitly relate (non-self)
objects to one another. One representational token might be about the cave and an-
other one about a distant hill, and the relation between them stands for their spatial
relation. Unlike in the egocentric case, these tokens do not tacitly represent – that
2 Cognitive maps do not need to represent distances as straightforwardly as our everyday maps. As
research on predictivemaps argues, distancesmight instead represent the probabilities associated with
getting from one place to another (Cothi et al., 2022; Stachenfeld et al., 2017; Stoewer et al., 2022). Ac-
cording to such a view, token A being close to token B indicates that the system likely transitions from
locationA toB. I believe suchmaps to be compatiblewithmyproposal, but I cannot argue for this claim
here.

7



DR
AF
T

is, concern – the location of the representer itself. A non-egocentric representation
represents spatial relations as in principle independent of the system’s location. The
system’s location does not need to (explicitly or tacitly) figure in the representation,
and locomotion hence need not entail a need for accuracy-preserving updates.

Tonavigatewith anon-egocentric representation, youneed toknowwhere you are.
Toplot a route home, a batmust first exit the crater and figure out how its own location
relates to at least some of the represented objects. It must add to the cognitive map a
token that stands for itself. When the bat does so, it instantiates a representation that
explicitly attributes properties to itself, distinguishing between its own location and
the locations of other objects. Hence, the representation doesn’t merely concern the
self but is about the self.

However, self-representation requires more than a representation that includes a
token specifying the system’s location. If all that is present is such a token, the repres-
entation could be about the system, but the system itself might not be aware of that.
Imagine some wily experimenter placing a mirror in front of a bat, and the bat, on
seeing its own reflection, represents that bat (that is, itself) as located next to a tree. If
the bat is ignorant of the fact that it’s seeing itself in the mirror, it won’t be able to use
the represented location to, say, plot a route to the tree next to it.

What resurfaces here is a distinction familiar from the literature on de se thought,
namely between thoughts that happen to be about oneself and thoughts where the
agent knows that this is the case. Only in the latter case does the subject think of
herself qua herself. Consider this seminal example by Perry. He is in the supermarket
when he notices a trail of sugar. He forms the belief that someone has a torn sack on
their cart. As he follows the trail around the aisles, it eventually dawns on him: he
is the one with the torn sack (Perry, 1979). Since we might say ‘Perry believes that he
has a torn sack’ to describe Perry’s belief before and after his realisation, and since
these two states are distinct, it’s become established to distinguish the second case by
appending a * to the relevant pronoun in indirect speech: Perry believes he* has a torn
sack (Castañeda, 1966).

I will introduce a similar bit of jargon to distinguish between self-tokens and self*-
tokens, where, roughly speaking, the former involves a non-egocentric representation
with a token that is merely about myself and the latter additionally involves know-
ledge that this is so. With a mere self-token, a non-egocentric representation has de
re or de dicto3 content about the self. Such content doesn’t suffice for genuine self-
representation, that is, representation with de se content. Such a representation re-
quires that the system know which token refers to itself, that is, that it instantiates a
self*-token. Since my interest is in self*-tokens rather than mere self-tokens, and to
keep the terminology as simple as possible, Iwill use ‘self-token’ to refer to self*-tokens,
except when the distinction becomes relevant again in later sections.
3 The distinction between de re and de dicto content doesn’t matter for our purposes.
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Knowing that some token is about oneselfmeans being disposed to use that token
in a specific way when inferring information about current sensorimotor contingen-
cies and when updating the non-egocentric representation based on sensorimotor in-
formation. In the case of a spatial representation, such sensorimotor information can
be inferred from the vector whose origin is the self*-token and which ends at the goal
location. For instance, when the bat represents itself (self*-token) to be such-and-
such a distance away from the cave (object-token), the bat can infer the sensory input
(for instance, visual impression of a dark looming hole) expected given certain motor
commands (for instance, moving the wings in a certain fashion for some time). Simil-
arly, if the bat has sensorimotor information regarding, say, a tree given in perception,
it can add the tree to its cognitivemap by converting the sensorimotor information to
a vector which originates at the self*token and terminates at a token representing the
tree.

Sensorimotor representations are a kind of egocentric representation. A sensor-
imotor representation links motor outputs to sensory inputs, allowing a system to, for
instance, calculate the motor outputs required to bring about some desired sensory
input. The self doesn’t explicitly figure in such representations, but the system’s state
does enter into their accuracy conditions. If we instantiated a given bat’s sensorimotor
representation in another bat (differently located and/or embodied), the representa-
tion would fail to capture the links between motor output and sensory input.

Borrowing a term fromGrush (2000; see also Ismael, 2008), I call a non-egocentric
representation coordinated when a self*-token is used to establish links to and from
sensorimotor representations.4 Roughly speaking, coordination is the lining up of the
non-egocentric representationwith the rest of the cognitive system, such that the rep-
resentation entails, and is entailed by, sensorimotor information. As it is the relations
between self*-tokens and object-tokens that entail, and are entailed by, egocentrically
represented information (such as sensorimotor information), coordination necessar-
ily involves a self*-token. Coordination entails that the system is now disposed to use
the non-egocentrically represented information to guide its behaviour and to use in-
formation from the senses to update its non-egocentric representation.

A coordinated non-egocentric representation fulfils the two conditions on self-
representation since it represents a system’s properties explicitly and does so in a way
that directly links the representedproperties to behaviour and sensation. For instance,
a bat that non-egocentrically represents itself to be close to a food source realises a rep-
resentation that contains, as aminimum, tokens for itself and the food source. This bat
explicitly differentiates between its location and another object’s location. Moreover,
if the representation is coordinated, then the bat is disposed to use relations between
the self*-token and object-tokens to infer sensorimotor information that guides its be-
haviour. Finally, the bat is disposed to use information from its senses to update the
4 My use of the term ‘coordination’ should not be conflated with Grush’s (2000). What I call coordin-
ation is only one variant of Grush’s more general kind.
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non-egocentric representation.
So far, I’ve only given a sketch of the argument. The rest of the paper fills in the

gaps. Over the next few sections, I introduce instances of non-egocentric represent-
ation of temporal, bodily, and cognitive states. Following this, I argue, in quite some
detail, why such representations are all genuine (if minimal) self-representations.

Non-egocentrically representing temporal states
Various authors have already discussed a distinction akin to the one I draw between
egocentric and non-egocentric representation in the domain of temporal cognition
(Grush, 2008; Kort et al., 2005; McCormack, 2015). Moreover, many authors think
that agents need to – or at least often do – self-represent temporal properties (Camp-
bell, 1999; Goldie, 2012; Lamarque, 2004; Menary, 2008; Peacocke, 2014), making it
important that I show that non-egocentric representations can account for these. I’ll
proceed in two steps: First, I look at egocentric representations of temporal proper-
ties and show how these fail to underwrite certain more complex forms of behaviour.
I then look at non-egocentric representations, discuss what behaviours require them,
and tease some links between such representations and self-representation.

When food becomes scarce, slime mould amoebae merge into plasmodia that
move around to forage for nutrients. Saigusa et al. (2008) exposed these plasmodia to
multiple pulses of dry conditions, capitalising on the well-known fact that they slow
down in dry environments. They found that after just three exposures, slime moulds
periodically slow down even if the dry condition stimulus is removed, which indicates
that they have started to anticipate the dry conditions.

To behave anticipatorily, slime moulds need to keep track of time, which they
likely do with the help of regular internal oscillations (Saigusa et al., 2008) similar
to those employed by various other creatures (Gallistel, 1989). Slime moulds can use
these oscillations to encode a ⟨timespan⟩ variable tracking the temporal distance to
the next dry condition. Using such interval timing (Buhusi & Meck, 2005), a slime
mouldmay then slow down its forwardmovement when an impending dry condition
is indicated by ⟨timespan⟩ approaching zero.

Significant parallels between path integration and interval timing suggest that
both use egocentric representations. Where ⟨timespan⟩ specifies the temporal dis-
tance of some event from the present, ⟨distance, bearing⟩ specifies the spatial distance
and bearing from the current location (and orientation). Moreover, in both cases, the
representations merely concern (and aren’t about) relations from the system’s actual
state. The system’s actual state doesn’t explicitly figure in the representations but
enters as an unarticulated constituent that helps determine the representations’ ac-
curacy conditions. Moreover, because such representations necessarily concern rela-
tions to the system’s actual state, egocentric temporal representations – just as ego-
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centric spatial representations – need to be updated with each change in the system’s
state. While path integration is employed to update spatial representation, egocentric
temporal representations are kept accurate using internal oscillations that decrement
⟨timespan⟩.

There are restrictions onwhat egocentric temporal representations can represent
since they must always represent temporal properties with a single token that con-
cerns a relationship to the present. For one, they ‘are not carrying contents to the
effect that this or that thing is happening at this or that time’ (Grush, 2008, p. 156).
They cannot explicitly represent relations betweenmoments in time and thus cannot
represent that an event occurs at somemoment in time. Consequently, egocentric rep-
resentations of temporal properties cannot represent an event as happening before or
after another (except tacitly, when one of the events is in the present). McCormack
(2015) calls this a conception of time as duration, aptly capturing that the explicitly
represented content is a duration from the present to some other moment in time.

BothGrush andMcCormack contrast this formof temporal cognitionwith ‘amore
sophisticated kind’ (Grush, 2008, p. 156) that does succeed at explicitly representing
relations between events. A study byArcediano et al. (2003) illustrates thismore soph-
isticated form of temporal cognition (see also Barnet et al., 1997; Taylor et al., 2014).
They first exposed rats to two neutral stimuli (two sounds in this case) following one
another with a five-second gap (S2 → S1). In a second phase, the same rats were ex-
posed to an aversive stimulus US (a footshock) paired with S1 (US → S1). In the test
phase, the rats were exposed to S2. The rats displayed decreased use of a lick bottle
following this exposure, demonstrating a fear response.

Note how the rats seemed to anticipate the footshock on exposure to S2 even
though they hadnot been conditionedon the relevant sequence (S2→US). The study’s
authors assert that the rats’ capacity to anticipate without being exposed to the rel-
evant sequence of events shows that rats can integrate the two learnt temporal se-
quences to arrive at a sequence S2 → US → S1, leading the rats to expect US on being
exposed to S2. Arcediano et al. (2003) think this integration requires a kind of cognit-
ive map already suggested by Tolman (1948), a temporal map.

Here’s whywemight think that egocentric representations cannot explain this be-
haviour and why a non-egocentric representation, such as a temporal map, is needed.
A creature could use an egocentric representation of temporal properties to measure
the time between the events taking place in the first two phases of the experiment.
In the first phase, it could instantiate a representation R1ego to measure the duration
between S2 and S1. In the second phase, another representation R2ego would measure
the duration between US and S1. Both representations only tacitly represent the fact
that they are relations between certain events. More specifically, the fact that these
representations are about temporal relations is tacit in their activation at S2 and US,
respectively, and their subsequent employment in behaviour anticipatory of S1. That’s
why, even though R1ego and R2ego carry explicit content about a relation to S1, the rats
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cannot, say, subtract the value in R2ego from R1ego to arrive at the temporal distance
between S2 and US. Or, more precisely, while they could subtract one value from the
other, they would not thereby have any indication of how to use the resulting rep-
resentation; they would not, unlike in the case of R1ego and R2ego have formed a non-
representational association between a certain event (here, S2) and activation of the
token.5

To integrate the two temporal sequences, rats must represent them non-
egocentrically. When their representations R1non-ego (about S2 → S1) and R2non-ego
(about US → S1) explicitly represent relations between events, they may integrate
representations that share an element (Gür et al., 2018; Molet et al., 2012; Taylor et
al., 2014). In the experiment, rats first learn that S2 precedes S1. Then, in the second
phase, they learn that US precedes S1. Because S2 doesn’t occur between US and S1,
they seem to infer that S2 occurs before US, arriving at S2 → US → S1.

In a non-egocentric representation, time functions as a framework (McCormack,
2015) that organises the temporal relations between events. These relations do not
tacitly refer to the system’s actual state (the present). The absence of such reference
is evidenced by the rats’ representation of S2 → US → S1 remaining accurate as time
passes even if it isn’t updated. In short, temporal relations are represented in a way
that is in principle independent of the system’s actual state.

Sincenon-egocentric temporal representationsdonotnecessarily concern the sys-
tem’s own state, coordination becomes an issue. Just as a creature may sometimes be
ignorant about where it is, it may also be ignorant about when it is. The rats in the
experiment illustrate this: Theymay store a representation of S2→US→ S1 inmemory
without knowing how those events temporally relate to the present. It may only be
at, say, the occurrence of S2 that the rat is able to infer that it is now located at the
samemoment in time as S2. It can then infer sensorimotor information from the non-
egocentric representation and behave in amanner anticipatory ofUS, suppressing the
use of the lick bottle.

Note how, just as in the case of spatial cognition, coordinated non-egocentric
representation of one’s temporal properties seems to be linked to self-representation.
A creature with such a non-egocentric representation will explicitly differentiate
between its temporal properties and those of events in the past and future. Such
a representation is about the system instantiating the representation. Moreover,
through coordination, the system uses a certain token in a special way, namely as a
self*-token that specifies the system’s actual temporal state. The system is disposed
to infer sensorimotor information from relations between the self*-token and other
5 We might attempt a different explanation: As the rats associate S1 with the footshock (US) in the
second phase of the experiment, S1 takes on a negative valence. Later on, when the rats are exposed to
S2 in the test phase, it’s the expectation of S1 rather than US that causes the fear response. Arcediano
et al. (2003) are aware of this possibility and implemented an alternative version of the experiment to
exclude it. I refer the interested reader to their paper for more information.
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tokens and to update the representation based on sensorimotor information. If this is
right, a creature instantiating non-egocentric temporal representations is a genuine
self-representer.

Non-egocentrically representing bodily states
Many animals represent their own bodies. These body representations develop early
in ontogenesis (Meltzoff et al., 2019; Slaughter&Brownell, 2011) and are said toprepare
the ground for later representations of the body-external environment (Nguyen et al.,
2020; Stoytchev, 2009). Some of these representations are non-egocentric and suggest
a link to minimal forms of self-representation. Unlike in previous sections, and in
the interest of brevity, I will directly turn to non-egocentric representations without
contrasting them with their egocentric brethren.

Human infants begin to successfully reach for objects at around three to four
months of age. At first, infants reach jerkily, inaccurately, and with movements that
do not describe a straight line (Bruner & Koslowski, 1972; Hofsten, 1982; Thelen et
al., 1996). Such movements expend more energy than is strictly speaking required
to reach the target state (Neil E. Berthier & Keen, 2006; Konczak et al., 1995; Rolf
& Steill, 2012). Starting at around five months of age, infants anticipatorily adjust
their hands to the shape of the object to be grasped at the end of the reach (Hofsten
& Fazel-Zandy, 1984; Wentworth et al., 2000; Witherington, 2005), and by around
seven months of age, infants can reach for objects efficiently and effectively (Hofsten,
1991; Thelen et al., 1996). They are now, for instance, able to drink from an open cup
(Hofsten & Fazel-Zandy, 1984). At about two years, smoothness of motion approaches
adult abilities (Neil E. Berthier & Keen, 2006).

Originally, researchers explained the early (jerky, inaccurate, zig-zag) movements
with the supposed vision-guided nature of infant reaching (for an overview of that
literature, see Neil E. Berthier (1996) and Corbetta et al. (2018)). It was believed that
infants would pause their reaching behaviour at various points along the trajectory to
check and correct their motions by gazing back and forth between the hand and the
intended target. Only later would infants develop the embodied sense of their own
body that enables smooth bodily movements.

In light of several findings, this view has been largely abandoned. Hofsten & Lind-
hagen (1979) observed that infants do not shift their gaze back and forth between tar-
get and hand position but rather fixate on the object. Evenmore convincingly, Clifton
et al. (1993) showed that infants can successfully reach for objects even when they
cannot see their own hands and arms. According to these results, when infants start
engaging in reaching behaviour, they must already have an embodied sense of their
hand location (Corbetta et al., 2014).

Converging evidence from developmental psychology and robotics (Baranes &
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Oudeyer, 2013; Castellini et al., 2007; Desmurget & Grafton, 2000; Rolf & Steill, 2012;
Schillaci et al., 2016; Takemura et al., 2018) indicates that we can explain infants’ de-
velopmental trajectories and emergent abilities with internal body models, forward
models and inverse models. Forward models (Grush, 2004; Körding & Wolpert, 2006;
Wolpert & Ghahramani, 2000) allow systems to compute the bodily (and sensory)
state to which a motor command will likely give rise. As forward models represent
the bodily dynamics internally, a system can use them to estimate its state even when
sensory input is noisy. Furthermore, the predictions of forwardmodels are realised in
the brain and are accessible long before proprioceptive signals have completed their
journey back from the sensory surfaces. With a forward model, an infant could, say,
predict that themotor commands she just issuedwill cause her to fail to reach a toy in
front of her. Importantly, the infant could do so in the absence of – or before – visual
sensory input that confirms the failure of the reachingmovement. Inversemodels are,
as the name implies, the inverse of forward models. They allow computing the motor
commands required to reach a target state and are hence implicated in goal-directed
behaviour. An infant could use her inverse model to calculate the motor commands
required to reach the toy without visually aligning her hand with the target.

Forward and inverse models need information about the system’s current bodily
state to compute their outputs. For instance, depending on whether her arm is flat
against the side or stretched out in front of her, an infant’s inverse model should is-
sue different predictions about the motor commands necessary to reach a toy. The
forward model, too, will predict different bodily states depending on the infant’s cur-
rent posture. Hence, the forward model relates possible bodily states in terms that
may be inferred from motor commands, whereas the inverse model relates possible
bodily states in terms that allow inferring themotor commands required to transition
between the states.6

Internal body models are non-egocentric representations. Not only do internal
bodymodels explicitly differentiate between various possible states, but the relations
that these bodily states are represented to bear on one another are in principle inde-
pendent of the system’s actual posture. When such a representation contains a token
giving the system’s actual state, it is hereby about the system’s actual state.

To employ such a model, a system needs to use one of the body state tokens in a
special way, namely as specifying its own actual state. Or, to put it in the words of Cos-
lett et al. (2008), ‘you are here’ information is ‘required in order to accurately reach
toward an object’ (p. 117). In other words, an internal bodymodel needs to be coordin-
ated for the system to use it. Only then is the system disposed to infer sensorimotor
6 Forward and inversemodels only explicitly differentiate between possible bodily states if articulated
(see Grush, 2004). Such articulation is likely the case. Grush references research showing correlations
between certain groups of neurons and, for instance, elbow angle. Wolpert and Ghahramani note that
the human muscular system comprises over 600 muscles and that the resulting complexity ‘clearly
prohibits a simple look-up table’ (Wolpert & Ghahramani, 2000, p. 1212).
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information from relations between the self*-token and tokens that represent merely
possible bodily states. And only then is it disposed to infer possible bodily states from
sensorimotor information.

Coordinated non-egocentric representation of bodily states suggests a formof self-
representation. An inverse model non-egocentrically represents bodily properties by
representing the system as exemplifying a certain posture that is explicitly differenti-
ated from other postures the system could exemplify if it were to issue certain motor
commands. It is about the system’s actual state (and doesn’t merely concern it). Re-
miniscent of certain non-egocentric temporal representations, the other from which
the system is explicitly differentiated here is the system’s own merely possible state.7

Non-egocentrically representing cognitive states
We routinely represent ourselves to have beliefs, desires, and other mental states.
Moreover, some authors even think that representing one’s mental states is necessary
for self-representation (see, for instance, Musholt, 2013, 2015). It’s hence important
for my account to explain how non-egocentric representations can underwrite self-
ascriptions of mental and cognitive properties. This section shows that there aren’t
any principled difficulties in extending my account to such properties. Additionally,
we’ll see that such representations are even instantiated by certain non-human
animals.

Corvids, and in particular scrub-jays, have recently been the subjects of a slew of
experiments that highlight their sophisticated forms of social cognition (Baciadonna
et al., 2022; for instance, Bugnyar et al., 2016; Kort et al., 2005, 2005). Many of these
studies cleverly exploit scrub-jays’ predilection for caching food and pilfering conspe-
cifics’ caches. One such experiment by Clayton et al. (2007; see also Nathan J. Emery
& Clayton, 2008) studied how cachers adapt their behaviour when a conspecific is
present during cache recovery. At a first caching event, a conspecific (observer A)
who looks on through a transparent partition observes the cacher. On the cacher’s
side, two trays – visible to both birds – constitute potential caching locations, though
one of the trays (tray B) is inaccessible due to a transparent obstacle. The obstacle
forces the cacher to hide the food in tray A. At the second caching event, a different
7 The fact that mirror neurons may cause babies’ (and adults’) body representations to also activate
when they watch another person reach or grasp complicates the picture (Lepage & Théoret, 2007; Mar-
shall & Meltzoff, 2015). Represented bodily states are then only sometimes the infant’s own, and this
has been argued to underlie their ability to imitate others. The idea is, roughly speaking, that infants
automatically mimic others because they (sometimes) fail to differentiate between the targets of per-
ceived actions and their own target states. However, note that the infant still needs to use some token as
a self*-token and that this token cannot be what is confused with the perceived state. Since the child
would perceive herself as already embodying the target state, observing the other would not entrain
motor behaviour if she confused the other’s state with her own.
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conspecific (observer B) observes the cacher. This time, tray A is inaccessible, and the
cacher hides food in tray B.

At recovery, the cacher behaves differently if observer A rather than B is present.
For instance, when observerA is present, cachers tend to re-cache the food from trayA
under tray B, often moving it back and forth several times first. They will not recover
the food from tray B. Presumably, this behaviour aims at better protecting the food
initially stored under tray A (that the observer saw being cached) while not giving
away the location of the food under tray B (that the observer did not see being cached).
When observer B is present, the behaviour is analogous but targets the other tray.8

The study’s authors believe the experiment reveals that corvids employ represent-
ations of conspecifics’ mental states, though others think that such conclusions are
premature (Derek C. Penn et al., 2008; Derek C. Penn & Povinelli, 2007). The experi-
ment fails to show, they say, that corvids exhibit ‘a sensitivity to what others have and
have not seen’ (Clayton et al., 2007, p. 519) or that they engage in ‘knowledge attri-
bution’ (ibid.). The caching bird could, for instance, simply represent which observer
had been present at which caching event. At recovery, the cacher could then re-cache
food it hidwhile this particular observer had been present. We can then explain scrub-
jay behaviour bypositing that corvids represent spatial and temporal properties rather
than conspecifics’ cognitive states.

However, the fact that only birds that have pilfered others’ caches engage in cache
protection suggests the need for an alternative explanation (N. J. Emery & Clayton,
2001). Corvids seem to infer others’ behavioural patterns from their own, which re-
quires that they distinguish between their own informational states and others’ in-
formational states. Only then can the cacher differentiate betweenwhere it thinks the
cache is located and where the conspecific thinks it is located. Moreover, the cacher
must conceive of the informational states attributed to itself and the conspecific as
being of the same kind. Only then can the scrub-jay be sensitive to the fact that these
states determine behaviour in the same sort of way. In short, scrub-jays need to be
able to represent that conspecifics may be in informational states of the same kind
but differing in value from their own.

The spatial representations covered in previous sectionswere always tacitly about
how the system itself estimated the environment to be. Aswe just saw, they are insuffi-
cient to explain corvid caching behaviour. Butterfill & Apperly (2013; see also Apperly
& Butterfill, 2009) argue that scrub-jays may distinguish between their own and oth-
ers’ representations of spatial properties without representing mental states. Instead,
they represent registrations, which are representations of others’ relations to certain
objects: ‘an individual registers an object at a location if and only if she most recently
encountered it at that location’ (Butterfill & Apperly, 2013, p. 617). Like beliefs, re-
gistrations motivate behaviour and may be incorrect (when the object is no longer
8 Clayton et al. (2007) went to considerable lengths to exclude the possibility that cache protection
behaviour is cued by the observer’s behaviour. More details can be found in their paper.

16



DR
AF
T

where it had been registered). A scrub-jay may use representations of registrations to
predict others’ behaviour across a wide (though limited9) range of situations. Seeing
that some conspecific has registered food at a certain cache, a scrub-jay could thus
infer that the conspecific will attempt to pilfer it.

Scrub-jays, according to this proposal, represent registrations by encoding several
⟨individual, location, object⟩ tuples. At cache recovery, a cacher first selects the regis-
tration (or registrations) whose individual corresponds to the conspecific currently
present and whose location is the current location. The cacher then attempts tomake
it so that the location and object elements of the registration, which indicate the con-
specific’s registration of the object at the location, do not correspond to its own repres-
entation of cache location. For instance, if a scrub-jay represents the food to be loc-
ated under tray Awhile representing the conspecific to have registered the food under
that same tray, it will remove the food from the cache. The food is subsequently rep-
resented as being in a location that is different from where the conspecific registered
it.

We still need to shed light on how a scrub-jay compares a conspecific’s registra-
tions with its own representation of cache locations. After all, and as I’ve mentioned
above, for the cacher to infer the observer’s behaviour from its own, the informational
states involved in the two cases need to be comparable. Registrations aren’t of the
same kind as the scrub-jay’s own representations of spatial properties and therefore
cannot be directly compared to these. The scrub-jay must therefore first convert its
representation of spatial properties into ⟨individual, location, object⟩ tuples, where the
individual is the scrub-jay itself. It must create a representational token that refers to
itself andwithwhich it attributes to itself certain registrations. These registrations can
thenbe compared to those of conspecifics. How this is done doesn’tmatter for our pur-
poses; what matters is that translation is required and that it involves self-attributing
registrations.

The resulting representation should be familiar from earlier sections: it includes
tokens standing for objects (individuals) and their properties (registrations), and to
employ the representation, the system must use a token as specifying its own state.
This structure evidences the hallmarks of coordinated non-egocentric representation:
object properties are represented as in principle independent of the system’s own
state, and use of the representation requires coordination.

There are intriguing links to self-representation, much like with non-egocentric
representations of other types of property. A scrub-jay explicitly differentiates
between where it has encountered objects and where conspecifics have encountered
them. The representational token that specifies its own registrations is about itself.
Relations between its own registration and those of others imply certain sensor-
imotor information as can be seen in scrub-jays’ flexible caching behaviour. Such
9 Registrations do not exemplify beliefs’ full functional profile (Butterfill & Apperly, 2013). These de-
tails are not relevant to my argument.
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non-egocentric representation therefore seem to imply a form of self-representation
– scrub-jays seem to represent themselves (and others) as exemplifying cognitive
states.

Note thatwemight still doubtwhether the representationof one’s registrations en-
tails that scrub-jays self-represent properlymental properties (Burge, 2018). Wemight
instead say that these are self-representations ofmerely cognitive states. If this is so, au-
thors such as Musholt (2013), who believe that self-representation requires represent-
ing one’s mental states, would claim that corvids do not self-represent. I believe that
this is false: any coordinated non-egocentric representation is a self-representation. I
now turn to giving substance to this claim.

Minimal self-representation
I’ve argued that coordinated non-egocentric representations are used by various
creatures to represent a diverse set of properties, and I’ve hinted at connections
between this kind of representation and self -representation. I now move beyond
hints and show why coordinated non-egocentric representation is minimal self-
representation. Doing so requires showing how non-egocentric representations
fulfil the two conditions on self-representation. First, they must explicitly attribute
properties to the representer itself. Second, the representer must know that the
representation is about itself, where this manifests in a direct link to behaviour and
sensation.

Asmentioned before, representations that explicitly distinguish between self and
other are representations that are about – rather than merely concerning – the self. A
bat that represents its location in a cognitive map instantiates a representation about
itself, whereas the ant’s representation of the relation to various points of interest only
concerns it. In the account I propose, this is captured by non-egocentric and ego-
centric representations, respectively.

Egocentric representations necessarily represent the self tacitly. They concern the
self and are not about the self. An ant that represents the distances and bearings to
its nest and some food source instantiates representational tokens whose ⟨distance,
bearing⟩ tuples necessarily concern relations to the ant’s actual state (in particular,
the ant’s location and orientation). Such a representation doesn’t contain tokens that
stand for the ant and, hence, isn’t about the ant. Egocentric representations of other
properties are no different. As we’ve seen, slime moulds encode ⟨timespan⟩ variables,
which necessarily concern the temporal distance of some event to the slime mould’s
actual state (here, the temporal present). However, such a representation doesn’t con-
tain a token that stands for the slime mould and, hence, the self only figures as an
unarticulated constituent. The format of egocentric representation is, as mentioned
before, selfless but necessarily self-concerned (Lewis, 1979; Recanati, 2024).
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In contrast, non-egocentric representations do not involve the self as an unarticu-
lated constituent, resulting in the representation of objects and their properties as in
principle independent of the system’s own state. A fruit bat may fly from the crater to
the cave without updating the tokens representing these locations. A scrub-jay may
update its representation of cache locations (or, more precisely, its representation of
its own registrations) without needing to update its representation of others’ registra-
tions.

To be about the system, and fulfil the first condition on self-representation, a non-
egocentric representation must represent the system’s own state. It does with an
object-token that stands for the system, which I call (mere) self-token. With such a
token, the fruit bat may represent its location and the scrub-jay its registrations. Here,
the self is an articulated constituent, and relations between the self-token and other
tokens issue in explicit self-other differentiation. Note that in some cases, such as in-
ternal bodymodels, the self-token relates to object-tokens that refer tomerely possible
states the systemmight exemplify. This complication doesn’t change anything of sub-
stance – in either case, we now have a representation about the (actual) self, which
fulfils the first condition on self-representation.

However, with only a (mere) self-token, a system fails to know that it* is the rep-
resented object, which precludes genuine self-representation. A fruit bat may have a
maximally detailed cognitive map that includes a token specifying its own location,
but if it doesn’t know that this token stands for its* location, it cannot use the repres-
entation for locomotion, and it doesn’t self-represent. Similarly, a rat representing a
sequence of eventsmay instantiate a token that stands for the present, but if it doesn’t
know what token is about its* temporal state, it cannot use the representation to be-
have anticipatorily, and it doesn’t self-represent.

Self-representation requires that the non-egocentric representation is directly
linked to sensation and behaviour. The bat needs to know where it* is and the rat
needs to know when it* is. This is akin to the examples discussed in the literature
on self-locating beliefs. Perry needs to realise that he* is the one with the torn sack
of sugar before he knows to adjust the sack on his cart to stop it from spilling (1979),
and Mach needs to realise that he* is the dishevelled pedagogue to, say, reach for the
comb to tame his unkempt hair (1890).10

10 Note that a creature may, in certain situations, employ even an uncoordinated non-egocentric rep-
resentation. Imagine that fruit bats can tell one another the location of food sources. A bat could then
tell a conspecific that some fruit tree is closer to the cave than another. To do so, the bat doesn’t need
to know its location. However, while the contribution of the non-egocentric representation may be
important, even necessary, it isn’t sufficient. The bat cannot infer the relevant sensorimotor contin-
gencies from the uncoordinated non-egocentric representation alone but needs additional sensorimo-
tor information about the communicative situation. For instance, if it knows that it can expect to be
treated favourably in the future if it helps the conspecific, it could then use the non-egocentric repres-
entation to figure out how to help. For our purposes, it suffices that coordination is required in many
important cases.
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According to my proposal, a non-egocentric representation becomes a self-
representation when it is coordinated. Coordination establishes systematic non-
representational – or architectural (Ismael, 2008) – relations between sensorimotor
representation and non-egocentric representation so that the creature is disposed
to infer sensorimotor information (in an egocentric format) from non-egocentric
representation and vice versa.

Such coordination necessarily creates a special sort of token, the self*-token. The
self*-token is the representational token with which a system represents itself and
does so in a way that directly links it to behaviour and sensation. A self*-token is, as
mentioned before, distinct from a (mere) self-token. A self*-tokens isn’t individuated
by the object for which it stands but rather by the special way the rest of the cognit-
ive system employs it. Think of spreadsheet software, which presents a view of cells
arranged in rows and columns. When you choose a cell, it becomes highlighted. If
you then type a command, it only impacts that particular cell. The highlighting in-
dicates how the interface is linked to the data; it indicates on what piece of data the
user will operate. The highlighting doesn’t add any information to the spreadsheet
but merely establishes a link between the spreadsheet view and the underlying data.
Like the highlighting in such software, a self*-token doesn’t add information to non-
egocentric representations but indicates which (pre-existing) token is linked to the
rest of the system in the special way that manifests the system’s know-how that this
token stands for itself.

A system knows that the self*-token is about its* state when it employs the token
in inferences to and fromsensorimotor information. I first lookathow inferences from
non-egocentric representation to sensorimotor information involve the self*-token.
Sensorimotor information is, as mentioned, represented egocentrically, whichmeans
it is necessarily self-concerning. Non-egocentric representation, on the other hand,
represents objects as in principle independent of the system’s state. Hence, for a non-
egocentric representation to imply sensorimotor information, one of its tokens must
be used as denoting the system’s state. If a fruit bat is to infer the motor commands
needed to get home, itmust instantiate, in addition to the object token about the cave,
a self*-token that indicates its* own position. A rat may only use its non-egocentric
representation to predict future events when it uses one of the represented moments
in time as its* temporal state. And it’s onlywhen an infant uses one of themany bodily
states represented by an internal model as specifying her* actual bodily state that she
may employ an inverse model to infer the motor commands required to reach some
goal state.

Since a creature cannot use her non-egocentric representation without a self*-
token, reference to the self*-token is necessary to explain how the representation is-
sues in the behaviour. This mirrors the observation, first noted by Castañeda (1966)
and Perry (1979), but later also discussed bymany others (for instance Babb, 2016; José
Luis Bermúdez, 2017; Lewis, 1979; Stalnaker, 1981) that certain indexicals are essential
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to explanations of actions.11 It is impossible, they say, to explain why Perry adjusted
the torn sack in his cart without saying that this is so because he realised that he* is
the one with the torn sack. Whenwe replace ‘he*’ with (non-indexical) descriptions –
maybe ‘the only beardedman in the store’ –we can no longer explain the change in be-
haviour (if we don’t attribute to Perry the knowledge that he* is that beardedman). No
matter thedescription, Perrymust additionally realise that he* is thepersondescribed.
Similarly, to explain why a scrub-jay re-cached the food under a certain tray, we must
refer to a self*-token. Nomatter what non-egocentrically represented informationwe
give the bird (in the form of object-tokens, even includingmere self-tokens), it cannot
infer sensorimotor information. Non-egocentric representations represent objects as
in principle independent of the system’s state, and sensorimotor information cannot
be inferred without a self*-token. Only when the representation is coordinated, and
a token is specified as self*-token, does the cognitive system know the origin of the
non-egocentrically represented relation that implies sensorimotor information.

Links in the opposite direction are also crucial for self-representation. These links
allow the system to update its non-egocentric representation with information en-
coded in an egocentric format. A rat with sensorimotor information about some fu-
ture event can only encode that information in its non-egocentric representation if
it knows which representational token is about its* temporal state. A non-egocentric
token’s value can only be inferred based on sensorimotor information and the self*-
token. Only then can the rat establish a correspondence between the sensorimotor
information and a relation from its* temporal state (that is, the self*-token) to the
event. The same applies to the other creatures we have looked at: on having gained
sensorimotor information about themotor commands required to, say, lift her arm, an
infant may want to use this information to enrich her internal model. Since the sen-
sorimotor information corresponds to a relation between her* actual state and some
goal state, a self*-token is necessary to update the non-egocentric representation.

I have argued that non-egocentric representations explicitly differentiate between
properties attributed to the self and those attributed to others and that coordination
establishes links between such a representation and sensorimotor information. These
links entail, first, that a creature with a coordinated non-egocentric representation
is disposed to take the represented information as directly relevant to its behaviour.
Second, the links entail that the creature is disposed to update the representation
based on information supplied by the senses.

Any creature representing any property with a coordinated non-egocentric rep-
resentation is a self-representer. Minimal self-representation does not depend on the
11 Cappelen & Dever (2014) oppose the prevailing opinion and argue that ‘there is no such thing as
essential indexicality, irreducibly de se attitudes, or self-locating attitudes’ (p. 3). Millikan (1990) argues
that the relevantmental tokensare essential, but not indexical (see also Prosser, 2015). According to her,
these tokens are distinguishedby their psychological role rather than their semantics. I am sympathetic
to this latter view, but space constraints prevent me from discussing this topic in more detail.
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representation of specific kinds of property, and as the examples throughout this pa-
per have shown, minimal self-representation is more common than we might have
thought. Scrub-jays, fruit bats, young infants, and rats all self-represent some of their
properties.

How to find out who you are
While I’ve covered why coordination – and the self*-token – is essential for establish-
ing direct links to behaviour and sensation, we’re still missing a crucial piece of the
puzzle: how can a system determine which token to use as a self*-token, that is, how
can it coordinate its non-egocentric representation with sensorimotor information?
The present section covers the two broadways a creaturemay gain information about
itself: first, bymaking the unarticulated subject component of its sensorimotor repres-
entations explicit and, second, by identifying itself with one of the non-egocentrically
represented objects. I will show how self-attributions of the first kind are immune to
certain errors throughmisidentification, whichmany philosophers see as essential for
self-representation (Jose Luis Bermúdez, 1998; Evans, 1982; Musholt, 2013; Shoemaker,
1968).

The most important (though not only) way a system can learn about its* prop-
erties is by establishing correspondences – making identity judgements – between
sensorimotor information and relations in the non-egocentric representation. For in-
stance, an infant may possess sensorimotor information linking various motor com-
mands to bodily movements. She can then use this information to search her internal
body model for a self*-token whose relations to various object-tokens imply the sen-
sorimotor information she possesses. A system can infer sensorimotor information
from relations between a self*-token and object-tokens, and by doing the reverse, it
can infer a self*-token from sensorimotor relations.

A creature can establish coordination since sensorimotor information necessarily
concerns the self. When a creaturematches sensorimotor information to a relation in
the non-egocentric representation, the object-token at the origin of that relation artic-
ulates the sensorimotor representation’s unarticulated subject component. Since the
unarticulated component of the sensorimotor representation is necessarily the self,
the object-token that is its articulation also necessarily refers to the self. The system
can therefore directly, and without the possibility of error, designate that token as a
self*-token.

Since such self*-tokens cannot attribute properties to the wrong object, they are
immune to errors through misidentification (IEM) in the same way as certain uses of
the indexical ‘I’ (Evans, 1982; Perry, 2010; Shoemaker, 1968; Wittgenstein, 2007). These
uses of ‘I’ – what Wittgenstein (2007) called uses of ‘I’ as subject – make it impossible
to ascribe the property to the wrong person. When thinking ‘I see a tree’ (or ‘I have
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a headache’), it makes no sense to wonder, ‘Someone is seeing a tree, but is it I ’ (or
‘Someone is having a headache, but is it I ’)? I might be mistaken about the content of
the visual experience, but the fact that I am having the experience is beyond doubt.
The matter is no different with self*-tokens inferred from sensorimotor information:
while they may misrepresent a system’s properties, they necessarily refer to the sys-
tem itself. Coordinated non-egocentric representation ‘allows for the possibility that
it misrepresents the property that is being ascribed, while it cannot misrepresent the
subject purportedly possessing that property’ (Musholt, 2013, sec 2.3). A bat might in-
fer its self*-token from inaccurate sensorimotor information, leading to a misrepres-
entation of its properties in the non-egocentric representation. However, since sen-
sorimotor information is necessarily self-concerned, the self*-token cannot but refer
to the system itself.

My explanation of why certain self-ascriptions are IEM is similar, in certain
ways, to the account advanced by Recanati (2009, 2012a, 2024). Like me, Recanati
argues that the status of certain self-ascriptions as IEM derives from the content of
the grounds for those self-ascriptions. It’s because the contents are of a certain kind
that a system need not identify with some object to self-ascribe a property, hence
making mistakes through misidentification impossible. However, Recanati further
argues – and here we part ways – that self-ascriptions are IEM when grounded in
experiences with a certain kind ofmode (see Searle, 1983). Themode of an experience
phenomenally distinguishes experiences of different kinds without being part of the
experience’s content. For instance, proprioception’s functional role is to provide
information about one’s body, and because of this functional role, such experiences
feel a certain way. Importantly, such experiences are selfless so that when I experi-
encemy legs being crossed, I just experience crossed legs. While the self doesn’t figure
in the content of the experience, an agent can identify the kind of experience she
is having by its mode, and given that experiences of this mode necessarily provide
information about the self, ‘[t]he person in question is, as it were, pre-identified,
being determined by the mode of the experiential state’ (Recanati, 2024, p. 9). Hence,
I cannot misattribute the property when I move from a proprioceptive experience of
crossed legs to attributing to myself the property of having crossed legs.

This approach presents a difficulty: how can we explain why experiences of the
external mode – experiences, such as perceptual ones, whose functional role isn’t to
provide information about the system itself – can also ground self-ascriptions that are
IEM? Recanati argues that this is so because these experiences are also ‘bound to be
about the subject of experience’ (2024, p. 10). When an agent sees the Eiffel Tower,
then the Eiffel Tower is necessarily present in the subject’s environment. Hence, here
too, there cannot be any IEM when the agent forms the belief that I am standing in
front of the Eiffel Tower. However, note that themode of the experience no longer does
anywork: nomatter whether the experience is of the internal or externalmode, it can
be grounds for a self-ascription that is IEM.
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In my view, self-ascriptions are IEM when their grounds are representations
of a specific kind of format, namely egocentric representations, and this is why
experiences of the internal and external mode can provide the relevant grounds.
Note, first, that the crucial factor isn’t that egocentric representations are selfless.
After all, when I look into the mirror, I see myself, but this perceptual experience
can still ground the IEM self-ascription that I stand in front of a mirror. What’s
crucial for IEM is that the relevant representations (or, for Recanati, experiences)
are self-concerning. These representations are self-concerning because they are in
an egocentric format, and it’s this representational format, rather than the mode
of the experience, that underwrites IEM (viz. Ismael, 2012). Experiences of the
internal and external mode can ground IEM self-ascriptions because these types
of experience are realised by (self-concerning) egocentric representations, and the
resulting self-ascriptions are IEMwhen they involve the articulation of the egocentric
representations’ unarticulated subject components.12

The proposed account of self-representation also explains self-ascriptions that
aren’t immune to errors throughmisidentification. Whether a non-egocentrically rep-
resented property is IEM depends on the grounds for the self-ascription (Evans, 1982).
If, after an accident, I (visually) perceive a broken arm and form the belief that my*
arm is broken, this belief isn’t IEM. The arm I’m seeingmay not bemy arm and, hence,
the person with the broken arm may fail to be me. Here, my judgement that I have
a broken arm is ultimately based on the articulated (explicit) object component of a
sensorimotor representation. My seeing of the broken arm might instantiate sensor-
imotor information to the effect that if I moved my head this or that way, I would see
it from this or that angle. I could then use this information to add an object-token to
12 We might also criticise Recanati for failing to link his account of IEM with the mental files account
he espouses (Recanati, 2012b; see also Peacocke, 2014). While the differences betweenmy account and
themental file account are too wide-ranging and subtle to discuss here, I want to take this opportunity
to contrast the two in broad strokes. According to the mental files account, agents instantiate mental
files which contain information about various objects. Mental files are individuated by epistemically
rewarding (ER) relations through which we gain information about the object. For instance, on seeing
a tree, Imight token an object file and store in it information such as is a tree, is tall, is green, and so forth.
The self-file, in this view, is a standard file that stores information where ‘the relevant ER relation is the
identity relation’ (Recanati, 2012b, p. 68). What this account disregards – or at least fails to foreground
– is that self-representations aren’t just stores of information but are directly linked, in the manner I
discuss, to behaviour and sensation. It is interesting, given this context, that Recanati’s account of IEM
doesn’t refer to his account of self-files, a fact commented on by García-Carpintero (2013), who argues
that the two accounts are in tension. My account is more akin to the (file-less) mental filing account
proposed by Goodman & Gray (2022), which posits that object-representations are individuated by
epistemic relations on the input side and relations to behaviour on the output side. Such an account,
and my proposed account, can also help overcome some of the mental file account’s more general
issues, for instance those concerning relational properties: if the tree is next to a rock, in which file
do I store that information? According to my account, this problem doesn’t arise: I instantiate two
object-tokens in a cognitive map and the relation between the tokens gives their spatial arrangement.
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my representation that represents someone to have a broken arm. I might then, for
some reason or other, judge that I am identical with this person. I would now instan-
tiate a self*-token that attributes to me the property of having a broken arm. As this
judgement of identity is fallible, the resulting self-ascription isn’t IEM. We can com-
pare this situation to one in which I use proprioceptive information to determine that
my arm is broken. This judgement is IEM since it’s based on the articulation of the
sensorimotor representation’s unarticulated subject component.

Note that at least some self*-token values must derive from the articulation of an
egocentric representation’s unarticulated subject. A judgement of identity between
a self*-token and some object-token requires a self*-token. Now, if this self*-token’s
value is itself derived from a judgement of identity with another self*-token, then that
requires yet another self*-token. This well-known infinite regress (Evans, 1982; Fuchs,
2017; MacKenzie, 2010; Peacocke, 2014; Shoemaker, 1968) is only stopped when we
arrive at a self*-token whose value derives from the unarticulated subject component
of a sensorimotor representation.

To conclude, when a sensorimotor representation’s subject component is used to
determine the value of a self*-token, the resulting self-ascription is IEM. If, in contrast,
a self*-token’s value stems from an identification with some object-token, then the
self-ascribed properties aren’t IEM. The account’s ability to explain these phenomena
provides further evidence that coordinated non-egocentric representations are genu-
ine self-representations.

Substantive self-representation
What makes minimal self-representations relatively common is that they are, as the
name implies, minimal; they don’t demand that self-representation be about specific
kinds of property. Wemight consequentlyworry thatminimal self-representation says
a little too little about what is important about how, say, adult neurotypical human
beings self-represent. Here, I want tomake some cursory remarks about howminimal
self-representation relates to such, more substantive, notions of self-representation.

Musholt believes that self-representation requires ‘acquisition and application of
the first person concept’ (Musholt, 2013, sec. 4). And an agent can only do so by rep-
resenting one’s own and others’ mental states (Musholt, 2012). This is a substantive
view of self-representation: it argues that representing a specific kind of property –
here, mental properties – is necessary for self-representation.

Many other kinds of property have been advanced as necessary (or at least import-
ant in some privileged sense) for self-representation. Grush (2000), taking inspiration
from Strawson (2011), writes that ‘the subject/object distinction is the result of a cog-
nizer’s representation of space’ (p. 62). Peacocke (2014) and Campbell (1999) think
that spatial properties are a good start, but that temporal properties are also neces-
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sary. The necessity of representing one’s temporal properties is also one of the few
things the literature on narrative selves can agree on (Goldie, 2012; Lamarque, 2004;
Menary, 2008). Yet another group of writers focuses on representations of one’s own
body (Hohwy&Michael, 2017; Metzinger, 2003). Hohwy, for instance, aims to explain
‘self-representation in terms of inferred hidden causes’ (p. 374) where these ‘deeply
hidden causes stem from the organism itself ’ (p. 375).

If something like my account is correct, the disagreements between these various
proposals can’t be about what constitutes a genuine self-representation. After all, any
coordinated non-egocentric representation, no matter its content, is a genuine self-
representation. To me, this suggests that one of two things is the case. First, there
may be a genuine disagreement about the kinds of property that a creature must rep-
resent for the content of the self-representation to be sufficiently rich to capture a
self ’s essential properties. Alternatively, there may only be a surface disagreement
since these accounts try to capture different kinds of – possibly complementary – self-
representation.

Peacocke (2014) appears to think that a self essentially exemplifies temporal and
spatial properties. A creature with merely a non-egocentric spatial representation
only represents ‘this place on the map is here’ (p. 30, emphasis in the original) and de
se content requires representing one’s trajectory in time. However if that here loc-
ation links to sensorimotor information in the sense discussed for the self*-token
throughout this paper, then it is a self*-token, and the resulting representation is a
self-representation. What’s left, then, seems to be the claim that selves are essentially
temporally extended and that a genuine self-representation must capture this prop-
erty.

Similarly, Musholt seems to think that a self essentially exemplifiesmental proper-
ties, and that failure to represent these quamental properties is a failure to represent a
self qua self. She writes that ‘for a subject to realize that other subjects are distinct be-
ings with their ownmental states, and as such are similar to herself […] she […] needs
to understand that others possess first person information about their mental states
which might differ from her own’ (Musholt, 2012, p. 78). It is therefore only at around
one-and-a-half years of age that a ‘child begins to explicitly differentiate between self
and other’ (p. 79). Note how this argument appears to presuppose that the child must
understand what kind of being she is, where this essentially involves having mental
states. Without representing oneself as a bearer of mental states, the child fails to
represent herself as she is and thus fails to self-represent.

If this is really what these accounts disagree about, then their disagreement is
about selves’ essential properties. In other words, the disagreements seem to draw
on differing answers regarding themetaphysics of selfhood rather than questions par-
ticular to self-representation.

Alternatively, we may want to interpret the differences not as disagreements but
as simply describing different kinds of self-representation. As seen throughout this
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paper, creatures may minimally self-represent different kinds of property. A creature
can, of course, also self-represent a range of properties of different kinds. Thus, while
I used fruit bats to illustrate spatial self-representation, it seems likely that they also
temporally self-represent – this would allow them to infer that certain motor com-
mandswill make it so that they arrive at a target location at somemoment in the future.

The differences between the various accounts I introduced could then be seen
as differences in the richness of the self-representations involved. Such differences
are important, and depending on the use to which one wants to put one’s concept of
self-representation, we might prefer one over the other. Researchers in the empirical
sciences should focus on exploring how different creatures have self-representations
of different kinds of (ranges of) property, rather than investigatingwhether this or that
creature exemplifies this or that property deemed essential by philosophers.

I want to make two quick notes about building more substantive self-
representations from minimal ones. First, whatever properties may be represented
by a substantive representation, they must be represented in coordinated non-
egocentric representations. Otherwise, they fail to fulfil even the minimum criteria
for genuine self-representation. For a fruit bat to self-represent temporal and spatial
properties, it must realise a spatial and temporal non-egocentric representation.

However, and this is the second point, this isn’t sufficient; the relevant non-
egocentric representations also need to be integrated. The representations need to
be coordinated with sensorimotor information such that sensorimotor information is
inferred as a function of the content of the temporal and spatial representation. The
fruit bat represents that it is at some location now because it uses information about
temporal and spatial properties together to infer sensorimotor information. Without
such integration, the bat might realise two self-representations, but there would be
no (tacit) representation of the relevant self*-tokens referring to the same subject.

Human beings are then distinguished from bats by having strongly integrated
and high-dimensional self-representations. A self*-token in such a representation
self-ascribes a multitude of properties: in addition to spatial, temporal, bodily, and
mental properties, we also represent social properties, our character traits, narrative
links between events, and much much more. While the debates concerning our
self-representations’ level of integration is far from settled – see the disagreements
between Lambie & Marcel (2002) and Dalgleish & Power (2004) or between Ismael
(2008) and Clark (2007) – my account makes it clear that the difference between our
self-representations and those exemplified by bats and scrub-jays is one of degree.

Conclusion
I’ve suggested that some organisms use coordinated non-egocentric representations
tonavigate space, keep track of temporal relations, control their bodymovements, and
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monitor what other people know about the world. Such representations explicitly
differentiate between properties attributed to the self and those attributed to others.
Additionally, they contain a self*-token that enables coordination with sensorimotor
information, which directly links the representation to behaviour and sensation. The
proposed account explains why some self-attributed properties are immune to error
through misidentification whereas others are not.

Whenever a system represents a property with a coordinated non-egocentric rep-
resentation, it realises a minimal self-representation. As we have seen, young infants
and a diverse roster of non-human animals can realise representations of this type,
making self-representation more common than many might have believed. By in-
tegrating minimal self-representations of various kinds of property, more substantive
forms of self-representation – such as those displayed by neurotypical adult human
beings – emerge.
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